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ABSTRACT
COVID-19 is a contemporary virus with a fatal syndrome that had not been seen 
in the last century. The virus evolves in  people of all ages in all areas around the 
world. As the increment of cases is growing up rapidly the worry of people is in-
creasing, which makes it very hard for healthcare departments and governments 
to solve people’s queries. AI solution is suggested, where a simulation of front-
desk assistance. Chatbots are easy to use and simulate a human conversation 
through text via smartphones or personal computers. Chatbot applications can 
improve patient information, monitoring, or treatment adherence. The architec-
ture is a simple neural network consisting of a single hidden layer and the sig-
moid function is trained by textual data organized by multiple data organization 
methods. A simple GUI is provided to the classifier to be tested practically. Data 
used is a collection of questions and their answers about COVID-19. The ap-
proach has achieved acceptable results considering speed, and accuracy. Practi-
cal predictions were true with acceptable accuracy.
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1.INTRODUCTION

In the last two years, a new disease had been discovered on 31 December 2019 
named COVID-19 virus. It has involved the whole world and is considered to be 
announced by WHO as an official pandemic on 11 March 2020, which spread anx-
iety between nations. Hence, people want to query about the new virus, its symp-
toms, and its fatality, which creates an issue of shortness in front-desk assistance 
employees as well as health call centers employees. To deliver the information to a 
bigger number of people, an Artificial Intelligence solution is suggested. A chatbot 
is an automated software program that interacts with humans. A chatbot is an au-
tomated computer program that fundamentally simulates human conversations 
such as the works of [1, 2, 3]. The evaluation of the chatbot’s User Interface (UI) 
that was done for COVID-19 in [4] shows that the best approach is the interactive 
chatbot that can answer the user in conversational way and accept the free hand 
input, which depends on AI as this paper introduces. There is different architec-
ture to classify text, and the word2vec embedding model [5] and GloVe [6] are 
embedding dictionaries, while a bag of the word (BoW) [7] and BoW TF-IDF [8] 
are vectorization methods that convert the textual data to numeric data in vectors 
shape. The artificial Neural Network (ANN) used consists of one hidden layer that 
uses sigmoid function and synaptic weights. The result of the architecture was fair 
enough to accept since the data is complex and unlike [8, 10, 11] where they used 
classification depending on multiple classes, in our approach, there is one class to 
predict which is the true question itself. The approach predicts the user’s input 
question to its most similar true question in the dataset, then prints its answer 
in the Graphic User Interface (GUI) chatbot. The experiment compared with 
three models BERT, TF-IDF, and GloVe in section 5.

2.THEORY

Figure 1. the algorithm flowchart of our approach

Text vectorization method used is Bag of Word [7]. The occurrence calculation 
used is the binary occurrences where 1 refers to the existence of a word and 0 re-
fers to non-existence in the whole dataset, which makes it a dictionary consisting 
of 1688 vectors referring to several tokens, as shown in Table 1. Bert model [11], 
TF-IDF Representation [8], and glove embedding dictionary [6] are other models 
used to organize textual data. In this paper, they are applied for comparison.
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Table 1. simulation of Bag of Words vectorization process 
applied on dataset

Word and its series

Sentence and its 
series

“I”

1 2 3 4 5 6 … 1688

“have” “ques-
tion”

“co-
ro-
na”

“dis-
ease”

“head-
ache”

“…” “symp-
tom”

1

“I have a 
question 
about 
coro-
na … 
symp-
toms”

1 1 1 1 0 0 … 1

2

“is head-
ache 
being a 
symptom 
of corona 
disease?”

0 0 0 1 1 1 … 1

… … … … … … … … … …

642
“what is 
corona?”

0 0 0 1 0 0 … 0

BoW most used method in text classification method because of its simple ap-
proach to solving classification problems [10]. BoW representation takes the 
sentence xi = {x1, x 2, x3} and converts it to a  vector of ones and zeros
vi = {x1,  x2,  x3}  then includes it into a matrix vi =  {v1,  v2,  v3}.
NLTK (Natural Language Tool Kit) is a high functional NLP platform from Ten-
sorFlow that process textual data. This project is used in phases 1 and 2. Methods 
used are: stem() to stem the text, lower() to apply lower case, and word toke-
nize() to apply the tokenization process.

First phase as shown in Figure 1 is preprocessing the data by cleaning it of any 
punctuation marks such as (?,!,’,” ”, .,,), after the cleaning stemming process 
is applied to data then apply lower case on the whole text. Stemming is defined 
as reducing inflection in words to their root forms such as (saw → see, looks 
→ look, sking → ask) to reduce the number of words that enter the tokenization 
process. The second phase is tokenizing the clean data which means taking the 
meaningful words and meaningless words such as (a, the, at). The third phase is 
vectorization after Features are selected in phase 2, the tokens in each sentence 
are numeric values in vectors as simulated in figure (BoW).



100

Covid-19 Faqs Chatbot Using Artificial Neural Network With Bag Of Words

The model consists of one hidden layer multiplied by the sigmoid function, as 
well as input and output layers with a total of 3 layers. 30 hidden neurons in the 
hidden layer and 0.01 learning rate ratio (Figure 2).

Figure 2. Simulation of ANN of our approach

Synaptic weight Refers to the measure of amplitude-change in a single iteration 
of the learning batch-of connection between nodes [14]. Where yi is the output of 
one layer, wi refers to weights and xi refers to the binary BoW vectors.

                                                        yi = ∑ wi xi

                                                                                                            i

Backpropagation [15] is used in this approach to learn Gradient decent, a is the 
learning rate which a = 0.01, where ∆wi refers to weights (yi -yi ) is the evaluation 
of error as specified in (4).

                                                  ∆wi = (y  i − yi )i
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Layers as simulated in Figure 2. The input layer is the bag of words sequences 
number of dimensions is 642 × 1688, where 642 refers to the number of sen-
tences and 1688 refers to the length of BoWs sequences (each sentence converted 
to a numeric vector). It is multiplied by the sigmoid function (3).

The sigmoid function that first suggested by [15] and approved its functionality 
in backpropagation learning networks. In our method, it is used to normalize 
values since it is the most useful activation function for the textual prediction 
that applies feature selection on one probability between 0 and one as shown in 
Figure 3.
                                                      a(x) =  1 
                                                              1 + e-x

Figure 3. Sigmoid function curve

Hidden layer: the input layer multiplied by sigmoid activation function 1 × 30, 
where 30 refers to the number of features (neurons) and 1 refers to a BoW vector. 
It is multiplied by the sigmoid function then MSE (4) is applied in this layer. Out-
put layer: 1 × 642, where 1 means that there is one labeled true question as an 
output of prediction.MSE is an appropriate choice of error measuring in single 
hidden layer neural networks, where n is several BoW vectors, yi is the actual 
output and yi is the predicted output. Each actual vector is subtracted from the 
predicted vector and then squared (yi − yi)

2. The result is the mean which eval-
uates the ratio of error.

                         

3.RESULT AND DISCUSSION
Figure 4 shows a sample of data that the model trained on. Data used in this ap-
proach is a collection of questions about the new disease COVID-19 [16]. The 
dataset contains 642 questions about COVID-19. The question title is a short 
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main question with questions about the same subject in different phrasing ways 
appended to each question title in the question field, in our approach, the question 
title is trained.

Figure 4. Sample of dataset visualization

Training is done on the Number of epochs=100 000, 10 000 in each iteration. 
A large number of epochs makes the error correction higher, time consumed in 
the training is about 30 minutes on SSD, 12 RAM, i7 core processor PC. Exper-
iments Figure 5 shows the simulation of process flow in the training phase, first 
the input data “covid1” inputs the model the data converted from nominal to 
numerical vectors by BoW process then vectors multiplied by the hidden layer 
input test data in “apply model” state, finally, the output comes out from “per-
formance” phase which is the prediction of a true question then its label-answer- 
is printed in chatbot as shown in Figure 6:

Figure 5. Process visualization of trained model
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As shown in Figure 6 the process of NLP must be done before inserting the ques-
tion of the user into the classifier, after vectorization of the user’s input, it is fitted 
into the classifier, and based on similarity the nearest question from the dataset is 
chosen to be answered, then the labeled answer is printed in chatbot UI.

GUI Chatbot

Figure 6. Testing the classifier system

Figure 7 shows the chatbot tested with the user, the speed of answering is measured in 
milliseconds, Table 2 shows the results of the models compared with the ANN BoWs 
model, as shown the results depend on true or false values, the technique used is the co-
sine similarity that shows the similarity probability between the predicted question and 
the questions in the dataset.

Figure 7. Screenshot of our GUI chatbot tested with user
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Table 2. Results of models

Question

Prediction result according to model

Binary BoW with 
ANN (our model)

BERT
embedding

GloVe embed-
ding dictionary

TF-IDF

BoW

X_actual
Can pets 
catch the 

cold?
true false true true

X_pre-
diction

Can dog 
catch the 

cold?

4.CONCLUSION

Chatbots are easy to use and simulate a human conversation through text via 
smartphones or personal computers. Chatbot applications can improve patient 
information, monitoring, or treatment adherence. The architecture is a simple 
neural network consisting of a single hidden layer and the sigmoid function is 
trained by textual data that is organized by multiple data organization methods. 
In the final of this paper, the model used is a single layer ANN with BoW text 
organization method using stemming and tokenization. Results are fairly ac-
cepted where the data is not big enough to get high accuracy. The results show 
that 3 questions are answered true out of 5 questions as the example in Table 
2. In future work, the accuracy is planned to be higher, by expanding the neural 
network to be a deep neural network with more than one hidden layer as well as 
experimenting with another text organization method such as GloVe embedding 
dictionary.
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